AIM AND SCOPE: Speech processing technologies play a vital role in various domains, enabling applications such as voice assistants, smart hearing aids, and robots. These technologies enhance human-computer interaction, accessibility, and productivity. However, deep learning-based approaches, while successful in many aspects of speech processing, currently face several challenges. These include the need for high-performance computing and privacy-preserving, limited interpretability, and difficulty in handling speech and environment variations. A brain-inspired approach offers a promising solution to address these challenges. By drawing inspiration from the brain’s neural structure and mechanisms involved in speech processing, it can offer more efficient, interpretable, and robust speech processing solutions.

The human brain exhibits remarkable efficiency, operating on a power budget of approximately 20 watts while performing complex cognitive tasks like sensing, planning, control, and learning. In contrast, conventional AI systems require significantly more power to achieve even a fraction of these functionalities. However, the emergence of neuromorphic computing chips, such as Intel Loihi and Tianjic, offers a promising solution. These chips mimic the brain’s structure and operating mechanisms, resulting in a drastic reduction in power consumption. This efficiency improvement leads to extended battery life and enables the development of smaller device form factors. These advantages are particularly valuable for power-constrained devices like smart speakers, headsets, earbuds, hearing aids, and cochlear implants.

Brain-inspired models often prioritize interpretability, aiming to provide insights into how the human brain processes speech. They strive to uncover the underlying mechanisms and representations involved in speech perception and production, allowing researchers to gain a deeper understanding of the cognitive processes at play. Furthermore, human speech exhibits significant variability due to factors like speaker characteristics, speaking styles, and environmental conditions. Brain-inspired models aim to capture this variability by incorporating feedback adaptation and online learning mechanisms for robust speech processing, making them more adaptable to diverse real-world scenarios. Additionally, the human brain is capable of learning from limited examples. Brain-inspired models attempt to capture these qualities by incorporating mechanisms for plasticity and adaptation. This allows them to learn from small amounts of data, generalize to unseen conditions, and adapt to changing environments.

This Special Issue offers a platform to nurture interdisciplinary collaboration and facilitate the co-design of neuromorphic algorithms and hardware for speech processing. Its primary objective is to advance the theories and models for brain-inspired speech processing while also promoting the widespread implementation of neuromorphic speech processing systems. By bringing together expertise from various fields, we strive to drive innovation in brain-inspired speech processing and pave the way for practical applications in the future. We cordially invite researchers and engineers from academia and industry to share state-of-the-art approaches and recent advancements in related topics, with the aim of exploring the full potential of brain-inspired speech processing.
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